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Abstract—In order to detect and localize through-silicon-via
(TSV) failures in both manufacturing and operating phases,
most of the existing methods use a dedicated testing mechanism
with long response time and prerequisite interruptions for online
testing. This article presents an error correction code (ECC)-
based method named “TSV on-communication test” (TSV-OCT)
to detect and localize faults without halting the operation of
TSV-based 3-D-IC systems. We first propose a statistical detector,
a method to detect open and short defects in TSVs that work in
parallel with data transactions. Second, we propose an isolation-
and-check algorithm to enhance the localization ability of the
method. Moreover, the Monte Carlo simulations show that the
proposed statistical detector increases x2 the number of detected
faults when compared to conventional ECC-based techniques.
With the help of isolation and check, TSV-OCT localizes the
number of defects up to x4 and x5 higher. In addition,
the response time is kept below 65000 cycles, which could be
easily integrated into real-time applications. On the other hand,
an implementation of TSV-OCT on a 3-D Network-on-Chip
(NoC) router shows no performance degradation for testing while
having a reasonable area overhead.

Index Terms—Error correction code (ECC), fault localization,
fault tolerance, through-silicon via (TSV), product code.

I. INTRODUCTION

HROUGH-SILICON VIAS (TSVs) serve as vertical
wires between two adjacent layers in 3-D ICs. Thanks
to their extremely short lengths, their latencies are low, which
could offer high speeds of communication [1]. Moreover,
as a 3-D-IC technology, TSV-based ICs can have smaller
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footprints despite the TSV’s overheads [2] and lower power
consumption, thanks to the shorter wires [3]. On the other
hand, Networks-on-Chip (NoC) have been widely considered
as one of the most promising replacements for traditional
communication paradigms (e.g., bus and point-to-point) with
better scalability and parallelism [4]. By combining these two
advanced technologies, 3-D NoCs [4], [5] could open a new
horizon for high performance and low power designs, which
have become crucial to satisfy the strict requirements of future
complex applications.

Despite the aforementioned advantages, reliability has been
a major concern of TSVs due to their low yield rates [6],
vulnerability to thermal [7], [8] and stress, and the crosstalk
issues [9], [10]. Defects on TSVs can occur in both random
and cluster distributions [11], which create concerns about
their fault-tolerance efficiency. TSVs are also shown to be
susceptible to electron migration (EM) [12], which could
be a critical factor to lifetime reliability. Because of the
natural parallel structure, TSVs also encounter the crosstalk
challenge [13], [14], which might cause timing violations.
Furthermore, the differences in thermal expansion coefficients
of materials and temperature variations between two layers,
which have been reported to reach up to 10 °C [7], could
lead to stress issues that may crack the TSV during operation.
Also, since thermal dissipation in 3-D ICs is more challenging
than traditional 2-D ICs, the fault rate could be exponentially
accelerated [8].

To enhance the reliability of TSVs, we classify the
fault-tolerance process into three major phases: detection,
localization (or diagnosis), and recovery. For detection and
localization, built-in/self-test (BIST) [15], [16] and external
testing [17] techniques are two common methods to deter-
mine whether a TSV has a defect. Error correction codes
(ECCs) [18] or dedicated circuits [19]-[22] also support
detecting and correcting fault. On the other hand, most
recent research studies have been focusing on recovery where
there are several approaches such as hardware fault tolerance
(i.e., correction circuits [20], redundancies [11], and relia-
bility mapping [10]), information redundancy (i.e., coding
techniques [13], [18], [23] or retransmission request [24]),
and algorithm-based fault tolerance (i.e., fault-tolerant rout-
ing [4], [25], runtime repair [12], or remapping [11], [26]).
Although commercial CAD tools and existing solution have
become mature for defect localization and detection, having
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an online and nonblocking solution helps preventing expensive
consequences of operating systems under faults.

To maintain highly reliable real-time systems, fault detec-
tion and recovery are important tasks. Therefore, it must be
deadline driven and still maintain other tasks’ operations [27].
However, most of the existing methods on solving the reliabil-
ity issues of TSVs focus on manufacturing test and recovery,
while the online lifetime reliability is not properly addressed.
As the consequences of silent defects could be expensive,
the defect detection tasks require short response time and less
performance degradation. To reuse the existing test infrastruc-
ture, the system could perform a testing process periodically
using BIST [12], [15], [16] or external testing [17]. Here,
we use the term periodic BIST (P-BIST) [28] for this kind of
test because they are active periodically. ECC can also act as
a near-instantaneous fault detection and localization method.
Although P-BIST and ECC could handle fault detection and
recovery, there are five major issues in conventional online
methods to detect and localize faults.

1) Reusing BIST as P-BIST usually takes a considerable
amount of time while blocking the system operation.
Previous works [29]-[32] on conventional BIST already
show that completing testing a system could cost hun-
dred thousand or even millions of cycles. Meanwhile,
P-BIST needs to completely or partly preempt the sys-
tem operation for execution, which raises concerns about
real-time requirements. Online testing with data traffic
priority [12], [33] could lower the testing time while
maintaining the system’s operation.

The testing period, which is the interval between two
consecutive testings, is also a critical parameter. By hav-
ing a small testing period, the system has a lower risk of
operating under faults; however, the impact on perfor-
mance could be substantial. To reduce the performance
impact, having a longer period may help, but it may
leave the system under faults for a longer time [12], [33].
Scalability is also a major challenge for multi/manycore
SoC testing as we increase the number of cores and
interconnects. Since testing the whole system requires an
enormous amount of time [29]-[32], upscaling to thou-
sands of cores could lead to unattainable testing time.
ECCs are usually limited by their ability to detect and
correct faults. As we mentioned, clustering defects [11]
could appear in a TSV group, which leads to multiple
faults within a group of TSVs, thus challenging ECC’s
efficiency.

Intermittent defect of TSV could happen. Since TSV
is sensitive to thermal and stress issues, and 3-D ICs
usually encounter different scenarios in thermal distribu-
tion [7], TSVs under P-BIST may not expose their
faulty behavior. For instance, high-frequency TSVs [34]
could have timing violations due to small crack and
higher resistance under higher operating temperature;
however, cooled down TSVs could not be detected
by normal testing. Because the defects could be
intermittent, it is difficult to detect and correct them.

To solve those problems, a short response time fault detec-
tion and localization method working in parallel with the
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Fig. 1. Motivation for OCT. (a) P-BIST. (b) OCT with successful detection.
(c) OCT with missed fault.

system operation in order to detect and correct faults [35] is
needed. Here, we use “on-communication/computation test”
(OCT) as the terminology for this kind of methods in order
to make the distinction from P-BIST. Fig. 1 depicts our
motivation of using “OCT.” In normal P-BISTs, depicted as
the periodic test, the response time is ATysk + ABIST (ATask <
Period) where At.sk and Apist are the execution time of
regular tasks and BIST, respectively. Because the testing
time ApisT requires thousands or even millions of cycles
[29], [30], [36], the period of the test should be a larger value
to reduce the performance degradation. Assuming the perfor-
mance degradation is 10%, the period should be 10 x ApsT.
Therefore, in order to respond to the new fault in a short
interval, using P-BIST is not ideal because the system might
respond to new faults after an enormous number of cycles.

Fig. 1(b) shows the case of using OCT, which is usually
nonblocking (or with graceful degradation), the system can
respond to the new fault after the test time Aocrt. According
to Fig. 1(a), the response time is considerably reduced. Also,
if the system still doubts the quality of its OCT, it can yield
a BIST later. As discussed in [28], OCT could be performed
at a lower level using dynamic verification or redundancies
(double or triple execution for comparison) or higher level
using anomaly detection (i.e., operating system, page failures,
traps, and exceptions). ECCs/error detection codes (EDCs)
could be classified as an OCT method.

Although OCT has a shorter response time, it has lower cov-
erage than BIST. For instance, using single error correction-
double error detection (SECDED) [23] code as OCT can
guarantee to detect two faults; therefore, it could miss if there
are three faults. If a fault is missed by OCT, the system could
have very long response time as shown in Fig. 1(c). Because
the first fault is missed by OCT, the system keeps running
until another fault or a different behavior of the previous fault
happens. Fig. 1(c) shows the case with the response time
ATask’, Which is larger than P-BIST’s (ATask + ABIST)-

In order to have a better response time to new faults, we use
OCT to obtain an efficient tradeoff between the response time
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and the system’s availability. To solve the low coverage of
OCT, we propose the “TSV-OCT” methodology that includes
a set of algorithms and architectures as follows.

1) A comprehensive OCT set of algorithms and architec-
tures based on two phases to improve the coverage:
statistical detection and isolation-and-check.

2) Statistical detection: the system localizes faults based
on the fault behaviors from the ECC decoder of multiple
transactions. In this article, we opt for the parity product
code (PPC) adopted in our previous work [37] as the
baseline. The Monte Carlo simulation shows that the
statistical detection helps to localize 100% of two faults
despite the limitation of one fault localization of PPC.

3) The isolation-and-check algorithm further enhances the
localization ability of the method. It first virtually iso-
lates the suspicious TSVs by disconnecting them from
the encoding/decoding process to find more hidden
defects. After no more defects are found, it reattaches
these TSVs back to the encoding/decoding to ensure the
faulty status. In our evaluation, we show that TSV-OCT
can detect 100% of five defects cases.

The organization of this article is as follows. Section II
reviews the background and existing literature on coding
techniques and TSV fault tolerances. Section III presents the
proposed algorithms and architectures. Section IV provides
the evaluation environment and results. Finally, Section V
concludes this article.

II. BACKGROUND
This section first introduces PPC—the baseline ECC for our
TSV-OCT. Later, we present the existing works in testing and
localizing TSV defects.

A. PPC

This part presents the baseline ECC: PPC that is based
on the product code [38]. The TSV grouping method and
column/row check can also be found in [39].

1) Encoding: For each transmission, a coded flit F is
represented as follows:

bo,o bo, bo» bo,n—-1 1o
b0 by, b1 bi,N—1 r
Flo= | e
bv—1,0 bu-1,1 bu-1p bM—1,N—1 FM—-1
(&) Cl (&) CN—1 u
where

ri =bio@®bi1 ® - Db n-1
cj=bo;®b1;® - ®by-1,;
u =y & (b)) (1)
Note that the symbol @ stands for XOR function. One TSV
handles the transmission of a bit in flit F.
2) Decoding: By using parity checking, the decoder can

find the column and row indexes of the flipped bit. The parity
equations are as follows:

sti =bio®bi 1 ®---Bbin_1 D1

scj=by @b D - - Dby_1;®c;

ScN =ro@ri@---ry—19u

sty =co@c1 D---cy—1 Du (2)

where the bits b; j, ¢;, r;, and u are taken from the corre-
sponding TSVs. The outputs of (2) are two arrays of column
check (sc) and row check (sr). If there is one or no flipped
bit, the decoder can correct it using a (N + 1) x (M + 1) mask
matrix m, where

[1, if sri == 1 and s¢; == 1

mi j =

0.

For each received flit ﬁk, the corrected flit Fy is obtained by
Fi = ﬁk @ m.

The decoder fails to correct when there are two or more faults.
To support fault detection, the decoder uses the following
equation:

N+1 M+1
fr:Zsri fc:Zsci
i=0 i=0
Fault_Detected = (fr >2) vV (fc = 2). 3)

3) Correctability and Detectability: In general, PPC can
ensure the ability to correct one and detect two flipped bits.
Moreover, if there are more than two flipped bits not sharing
row or column indexes, PPC also has chances to detect them
using (3). However, there is a weak point in its detection
approach that always prevents it from detecting three faults.
For instance, if bits with indexes (i, j), (i, k), and (I, j)' are
flipped, both cr; and sc; are “0,” which make the decoder
fails to detect while both ccr and sr; could be “1.” This
syndrome makes the decoder understand that there is one fault
and correct the bit by .

In summary, PPC could detect multiple faults; however, it is
still limited by the undetected patterns. In this article, we will
further discuss the behaviors with TSV and the method to
overcome the limitation of PPC.

B. Related Works

This section reviews the fault detection and localization for
TSVs or on-chip wires. We classify the existing work into two
categories: TSV testing circuit and test scheduling.

1) TSV Testing Circuit: At first, EDC/ECC [18], [23] could
help detect and locate faults in TSVs as normal wires. While
EDCSs/ECCs usually provide immediate response time, they
are limited by a certain number of detectable/correctable
defects.

The other approaches are to use testing circuits or BISTs.
Zhao et al. [19], Cho et al. [20], and Chen et al. [22] present
a more fine-grain method that could detect open defect using
a simple circuit. Lee et al. [39] presented a grouping method
with column and row check for testing both open and bridge
defects and reduce the testing time. Zhao et al. [19] also
injected a test pattern to the TSV and captured the output and
detect open defects using a NAND gate with a logic threshold
voltage. For lifetime monitoring, Serafy and Srivastava [40]
presented a resistance tracking method and BIST to overcome

I'We use the index (a, b) to represent the ath row and bth column. Indexes
start from zero.
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the aging in TSVs. The work presented in [9] also proposed
a test pattern generator to test open TSV defects, while
Loi et al. [41] used a test access point for injecting and
collecting test vectors. In [11], [36], and [42], testing is
prescheduled in order to ensure the correctness. Lou ef al. [15]
and Tsai et al. [16] also presented other methods of TSV’s
BIST for pin-hole and void defects. Li et al. [29] reuse
memory BIST for TSV to reduce the test time. Probing before
bonding with external testers [17] is also helpful to improve
the overall yield rate. While this type of methods (BISTs/
dedicated circuits) that could provide good faults coverage,
their main problem is the need of detaching tested devices/
modules from the system, which is not affordable in critical
applications.

2) Test Scheduling: For allocating online testing, we adopt
the classification in [28]: anomaly detection, P-BIST, dynamic
verification, or redundant execution.

P-BIST is the method that activates BIST periodically. Here,
we focus mainly on NoC testing. In [12] and [33], the tester
activates periodically, but only being executed during the free
time slots to avoid deactivating the router of NoC under
test. They also provide accessibility to the core during the
test time. Huang et al. [43] also presented a nonblocking
testing for NoCs, which is a similar idea. In [30], testing for
NoC fabrics, which can be used for 3-D NoCs, is presented
using dedicated test data and structure. The common goal
between these methods is to provide a smart schedule to avoid
creating congestion/degradation on the system. Because their
experiments are limited in terms of size, the execution time
could escalate by complicating the system.

Redundant execution could be found in split-link transmis-
sion [44] and channel coding [45]. Dynamic verification is
presented by Prodromou et al. [35] with several invariants for
online testing NoC and by Yu et al. [46] with another set
for checking transient faults in NoC. Shamshiri et al. [47]
with end-to-end monitoring. Anomaly detection (i.e., [40])
uses low-cost hardware or software to indicate anomalous
behaviors of TSVs. Although these methods are efficient
with deep integration into the system, the vulnerability of
TSVs should be delicately addressed (i.e., defect location and
real-time detection).

Fig. 2 illustrates the different testing strategies. While the
blocking test (i.e., P-BIST) depicted in the strategy in Fig. 2(b)
needs to block the data traffic in order to send the test traffic,
strategies in Fig. 2(c) and (d) schedule the test traffic to
have less congestion. The strategy in Fig. 2(e) represents our
OCT methods, where the test is performed together with the
data transaction causing neither congestion nor performance
degradation.

III. PROPOSED DEFECT DETECTION AND LOCALIZATION

In this section, we present a defect detection and localization
method that offers the ability to localize additional faults. First,
the localization accuracy is presented. Then, we introduce
the statistical detector and isolation-and-check methods. Later,
applying the TSV-OCT to 3-D NoCs is discussed.
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TABLE I
DETECTION AND LOCALIZATION CASES

TSV status

Healthy
False positive
True positive

Faulty
True negative
False negative

Detection | Faulty
result | Healthy

A. Localization Accuracy

In terms of detection and localization accuracy, there are
four types of results that can be given, as shown in Table I.

Since the data could still use suspicious TSVs, we consider
the false-positive case as acceptable. In TSV-OCT, false neg-
ative is the most critical issue because it makes the system
works under unknown defects without any awareness (missed
fault case).

B. Statistical Detector

1) Hidden Error Effect: One of the natural behaviors of
open and short defects is its inconsistency on flipping bit.
If a TSV has a short-to-substrate defect and transmits a “0”
value, there is no error on the receiver. On the other hand,
transmitting a value “1” via short-to-substrate TSV causes
flipped bit. If a timing violation occurs due to an open defect,
sending the same value as the last transmitted value causes
no errors, while sending a different value may cause a flipped
bit. Due to this characteristic, a TSV region with N defects is
likely to have less than or equal to N faults at the same time.

2) Statistical Detector Algorithm: As we presented in
Section II-A, PPC can localize one fault and detect two faults.
Here, we exploit the chance that the hidden fault can reduce
the number of affected TSVs.

Once the data are received, the decoder tries to detect and
localize the faulty positions. Naturally, a detector can correct
up to J and detect up to K faults (J < K). In T transmissions,
the detector accumulates faults that are under the localization
limitation (less than J). After 7' transmissions, it compares
the accumulated number of faults to a threshold (Thres_Loc) to
find out the possible corruptions. To reduce the cost, we simply
set the threshold to 1; however, for removing soft errors that
could be causing flipped bits, we can set Thres_Loc to higher
values. The details of this method are given in Algorithm 1.
Here, we use two different options for the statistical detector
as follows.
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Algorithm 1 Statistical Detector Using PPC

// Option for cautious/greedy localization
Input: Opt.
// Column Check (CC)
Input: CC[1:N], RC[1:M]
// Threshold for Localization
Input: Thres_Loc
// Fault indexes
Output: Fault[1:N][1:M]
Fault[1:N][1:M] = 0;
for i=1; i<=N; i+ +) do
for j=1; i<=M; i+ +) do
// Cautious localization
4 if Opt. == 1 and 3 CC == 1and 3, RC == | then
5 if CC[i] == 1 and RC[j] == 1 then

| Faul{ :N][1:M]++;

// Greedy localization

7 if Opt. == 2 and CC[i] == 1 and RC[j] == I then
L Fault[1:N][1:M]++;

and Row Check (RC)

w o=

9 for i=1; i <=N; i+ +) do

for (j=1; i<=M; i+ +) do

if Fault[i][j] >= Thres_Loc then
L Fault[i][j] = 1;

else
L Fault[i][j] = O;

1) Cautious localization (Opt. = 1): Only indicates the
fault position when one fault is left. For instance, only
the cases in Fig. 3(c)—(e) give faulty position.

Greedy localization (Opt. = 2): As long as the row
and column checks fail, it determines the position with
the corresponding indexes as faulty. For instance, with
the syndrome depicted in Fig. 3(b), four positions are
considered as faulty: (2,0), (2,4), (3,0), and (3,4).
Although this result consists of false-positive cases,
the impact on reliability is not critical.

2)

Fig. 3 illustrates the operation of the statistical detector
for TSV regions with 16-data bit, PPC(4 x 4), and three

short (stuck-at-0) defects [positions: (0, 3), (2, 0), and (3, 4)].
Because of the hidden effect, there are four possible cases that
could happen.

1) Zero hidden defect [Fig. 3(a)]: Because all three defects
cause flipped bits, the detector fails to correct.

One hidden defect [Fig. 3(b)]: Because two defects
cause flipped bits, the detector fails to correct but it could
alert the system.

Two hidden defects [Fig. 3(c)—(e)]: The detector suc-
ceeds to localize one fault position.

Three hidden defects [Fig. 3(f)]: The system cannot be
alerted because of hidden errors.

The statistical detector with Opt. = 1 (cautious localiza-
tion) only catches the “two hidden errors” cases [Fig. 3(d)—(f)]
for localization. As shown in Fig. 3(g), the system uses 7 = 32
transmissions for the statistical detector with 32 data values
(DO, D1, ..., D31). The cases in Fig. 3(c), (e), and (f) are hit
with D7, D20, and D25, respectively; therefore, the statistical
detector can indicate those defects. If one of them is missed,
the statistical detector fails to localize the position. Because
the missing case could happen, we observe that using Greedy
localization could find more faults.

In this article, we opted to use the greedy version (Opt.=2)
because the false-positive case is not a critical issue. As shown
in Fig. 3(g), the Greedy localization option tries to cover as
much as possible the faulty positions. When one hidden defect
[Fig. 3(b)] is hit, it indicates four positions (2, 0), (2, 4), (3, 0),
and (3, 4) as faulty. Those false positives could be removed
by using the isolation-and-check algorithm in Section III-C.

3) False-Negative and False-Positive Cases: Apparently,
the statistical detector works correctly with two defects and
may work with specific sets of 34 defects. However, with
34 defects, there are chances to have missed faults (false
negative) or incorrectly localized position (false positive).

2)

3)

4)



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

6 IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS
‘ @ Fiibped bit Defect Tsv () Hidden Defect Tsv (_) Normal Tsv - Located as defect
Defect
Row false negative
- |Check

000000 : 0@DOOO1 ©O0O®OWO o OD/,O:@'O

OO0 O00 D000 OO OQUOO

11000001 ®00O0Q0| ®OOO®. OCOOO

" DODODD| DOODD| @QODD | OOOOO ™

P DO0DDDO DDDDO] DODDOo] OOOCOO

[0 0o o0o [0 1 0 00 [0 o 0o 0o
(b) (© (d) (e
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(stuck-at-0) defects. (a) Zero hidden defect. (b) One hidden defect. (¢) Two hidden defects. (d) Three hidden defects. (e) Output of statistical detector. Due
to the transmitted data values, only cases (a) and (c) indicate two positions as faulty where a false-positive case occurs in (a).

Algorithm 2 Isolation-and-Check Algorithm

// Column Check (CC)

Input: CC[1:N], RC[1:M]

// Threshold for Localization

Input: Thres_Loc

// Fault indexes

Output: Fault[1:N][1:M]

// Run the first time

Isolation[1:N][1:M] = 0;

Fault[1:N][1:M] = Statistical_Detector(CC, RC, Thres_Loc);

// Isolate fault and recheck the second time

Isolation[1:N][1:M] = Fault[1:N][1:M] Fault[1:N][1:M] +=
Statistical_Detector();

// Un-isolate each position and recheck the second

time

4 for (i=1; i<=N; i+ +)do

5 for (j=1; i <=M; i+ +) do

6 if Fault[i][j] == I then

7 Isolation[i][j] = 0;
8

9

and Row Check (RC)

[

w

TempFault[1:N][1:M] = Statistical_Detector();
if TempFault[1:N][1:M] == 0 then
// not a faulty position
Fault[i][j] = 0;

11 else
12 | Isolation[i][j] = 13

Fig. 4 shows the pattern when it may miss and incorrectly
indicate position. Due to the transmitted data values, only the
cases in Fig. 4(a) and (c) indicate two positions where a false-
positive case occurs. Hidden defects could still exist inside the
system without being noticed. Therefore, after the Statistical
Detector completed, there are one false negative [TSV at
(0, 3)] and one false positive [TSV at (2, 3)].

Here, we observe that the system could further enhance
the result of the statistical detector. By improving the detec-
tion or localization rate, the system can eliminate the need for
dedicated testing while ensuring the reliability of the system.

C. Isolation and Check

Isolation and check, illustrated in Algorithm 2, is used to
solve both false-positive and false-negative cases. Because
dedicated tester may not be approachable, the isolation-and-
check method targets to solve this issue based on reusing PPC.
The proposed algorithm follows these steps.

Step 1) Using the statistical detector to detect the fault posi-
tion. These locations are considered as suspicious
TSVs. We use Greedy localization to catch as much

as suspicious TSVs as possible. The false-positive
TSVs will be rechecked and corrected later.

The system virtually isolates the suspicious TSVs
from the encoding/decoding process; however, they
are still being used for data transaction. In other
words, suspicious TSVs are removed from the parity
bit functions in (1) and (2). It is worth noting that
column, row, and ultimate parity bits could not be
removed but the system can switch the parity bit to
different positions if needed.

Rerun Steps 1)-3) until no fault is detected or out of
time (until deadline).

Reassign each isolated TSV. The TSV could be
reattached to the encoding and decoding processes.
If a dedicated test is available, using it could reduce
the testing time.

After Step 4), if the TSV region with isolated TSVs
is still detected as faulty, there are unrecognizable
faults by isolation and check. Here, we consider that
the whole TSV region as faulty. The system can also
consider repeating the isolation and check to have
higher coverage.

Step 2)

Step 3)

Step 4)

Step 5)

By disabling all suspicious TSVs and rerunning the sta-
tistical detector, the system can localize more faults. Let
us consider the case in Fig. 4, after using the statistical
detector once, two TSVs (0, 1) and (2, 3) are removed from
the decoding and encoding, as shown in Fig. 5(a). After
isolating the suspicious TSVs, the system keeps running until
the checking time is finished (T = 32 transactions). If the
one hidden defect case [Fig. 4(b)] is hit again, as shown
in Fig. 5(f) with D7, the system can detect the position (2, 1).
After concluding that position (2, 1) is suspicious, the system
isolates it for the next run. Once (0, 1), (2, 1), and (2, 3) are
isolated, a hit of zero hidden defects [Fig. 4(a)] can indicate
the last defect at (0, 3) [see Fig. 5(d) and (f) with D55]. At the
end of Step 3) with no more position detected, the isolation
and check can cover all faulty positions. However, there is a
false-positive case remaining.

Steps 4) and 5) of the isolation-and-check algorithm are
illustrated in Fig. 6. At the end of Step 3) (see Fig. 5),
four positions are indicated as suspicion. In Steps 4) and 5),
the algorithm reenables each suspicious TSV to confirm its
correctness. The algorithm first enables the TSV (0, 1) and
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output after statistical detector. (e) End of isolation and check. (f) Waveforms of isolation and check: Steps 4) and 5).

performs data transactions. Because this TSV is faulty and
D11 in Fig. 5(f) causes a faulty output, the system can easily
conclude after 7' transmissions that it is defected. If the false-
positive case [TSV (2, 3)] is reenabled, no faulty output is
found. The system can conclude it as nonfaulty and remove
it from the list. After testing each suspicious TSV, the system
can finally conclude the faulty positions.

Because intermittent faults occur in certain conditions and
may vary among the products due to process variation,
TSV-OCT detects TSV intermittent defects by constantly
monitoring the operation of TSVs. However, it is important
to mention that the condition to successfully execute this
detection is that these intermittent faults must last at least 2 x
worst case execution time (WCET). Such a duration ensures
at least one complete run of TSV-OCT to detect the fault.

Nevertheless, last changing intermittent or transient faults
could be corrected by the built-in ECC in TSV-OCT.

D. Implementation on a 3-D NoC

In order to understand the cost of the design, we inte-
grate the TSV-OCT into our previously designed 3-D-NoC
router [26], as shown in Fig. 7. Note that the proposed
approach is totally independent of our opted router architecture
and could be implemented into any TSV-based architecture.
The PPC is integrated as an ECC module and the TSV-OCT
is only integrated into two vertical ports (UP and DOWN)
to monitor and detect faults of TSVs. The data from TSV
is brought to the statistical decoder then sent to the input
buffer. The syndromes are collectively received and analyzed
by “StatD” (statistical detector). The output is updated to the
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Fig. 7. Three-dimensional NoC router with the proposed online fault detector.
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connections.

UP & DOWN only.

fault table (“F-table”), while the controller issues a control
signal for iterations and check. Previously, in [26], we used
two SECDED (16, 22) codes to handle potential soft errors
in the data. Here, we use a single PPC (4 x 8) that requires
45 codeword-bit. This leads to only one extra TSV to be added
(44 + 1 in total).

In this implementation, we assume that the synchroniza-
tion between two terminals (encoder and decoder) is done
by a safety reliable channel. The switching between modes
(isolation position, check, etc.) should be synchronized with
two identical timers in two layers.

In terms of scalability, by using TSV-OCT in each X-bit
connection, the WCET of the system is equal to the WCET
of one X-bit connection. In other words, assuming that n
is the total number of TSVs in the system, conventional
testing methods either require O(n) for testing time (serial
test) or O(n) for faulty information collection time (parallel
test). On the other hand, the WCET of the proposed TSV-OCT
system is always O (X) regardless of the total number of TSVs
employed in the system.

IV. EVALUATION
A. Evaluation Methodology

The proposed system was designed in Verilog-HDL, synthe-
sized, and prototyped with commercial CAD tools. We use the
NANGATE 45-nm library [48] and NCSU FreePDK TSV [49].
The TSV size and pitch are 4.06 ym x 4.06 gm and 15 pm,
respectively.

In this section, we first evaluate the statistical detector
performance in terms of detection and localization rate. Then,
the performance of the isolate and check is also investigated.
We use two fault models: 1) stuck-at-O for short-to-substrate
defects and 2) delay value of one clock cycle for open defects.
Because the data are randomly generated, the hidden fault
probability is about 0.5 for both models. Here, we use four
different data widths: 8, 16, 32, and 64. We also vary the
number of transactions 7 = 8, 16, 32, 64, and 128. At the
end of these evaluations, we aim to provide a comprehensive
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Fig. 8. Result of the standalone statistical detector (including false positive):
(a) 8 bit (2 x 4), (b) 16 bit (4 x 4), (c) 32 bit (4 x 8), and (d) 64 bit (8 x 8).

coverage of the possible combinations. Note that the Monte
Carlo-based method is used to perform the proposed method.
We run with 100000 random samples for each case of these
evaluations. As a supplement to the detection rate, we evaluate
the minimum, maximum, and average response times of the
TSV-OCT. Later, we show the hardware implementation of
the design as well as some comparisons. We first compare
with the well-known ECCs then with BIST and other testing
methods.

B. Statistical Detector Performance

Fig. 8 shows the performance results when only using the
statistical detector (without isolation and check), including
false-positive cases. We can easily observe that the localization
rate of a higher number of transactions 7 values is better
than the lower ones. This could be easily explained by the
higher probability of silent faults that could be dropped. With
T = 128, the statistical detector localizes at least 45% of
six faults, 99% of three faults, and 100% of two faults.
Therefore, the statistical detector has significantly improved
the localization rate of the ECC’s bound (naturally localizing
one fault and detecting two faults).

Even without the false-positive cases, the localization rate
of the statistical detector easily outperforms the baseline
ECC (PPC), as depicted in Fig. 9. TSV-OCT still guarantees
at least 80% of two faults in the worst case.

In both cases of with and without false positive, we can
observe that the statistical detector could not give any solid
performance with 3+ faults. In order to improve it, the isola-
tion and check should be used.

C. Isolation-and-Check Performance

This section evaluates the isolation and check in two parts:
Steps 1)-3) and Steps 4) and 5).

1) Steps 1)-3): At first, we evaluate Steps 1)-3) of the
isolation-and-check method to see how much these three
steps can improve the defect detection when compared to the
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statistical detector. As shown in Fig. 10, we can observe that
T = 128 can cover most of less than six faults (including
false positive). The lower T values give less improvement
than 128; however, in comparison to the statistical detector,
the isolation-and-check method gives significant improvements
(~2x localization rate).

Fig. 11 shows the localization rate without a false positive.
We now can see that the system can localize two faults in
all cases. In other cases, we can see the drops of accuracy
because healthy TSVs are considered faulty.

2) Steps 4) and 5): As shown in Fig. 12, we can observe
that further extension of the algorithm to Steps 4) and 5) helps
guarantee that healthy TSVs being not labeled as defected.
While isolation may give mixing results between various
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Fig. 11. Result of the statistical detector and isolation [Steps 1)-3), excluding
false positive]: (a) 8 bit (2 x 4), (b) 16 bit (4 x 4), (c) 32 bit (4 x 8), and
(d) 64 bit (8 x 8).
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T values, rechecking gives a more reasonable result where
higher 7' values give better results.

As shown in Fig. 12, the localization rate strongly depends
on the number of checked transactions 7' by the detector. With
only T = 8, it successfully detects less than 40% of the six
defects. Once T = 32 is used, two defects could be 100%
detected. This could be explained by the less chance of hidden
errors in multiple transactions. On the other hand, these results
also imply a significant improvement in using the statistical
detector. As long as the system keeps sending flits via faulty
TSVs, the statistical detector can detect them. In this Monte
Carlo simulation, we observe that the system can detect 100%
of two faults up to 7" = 32 with a very short response time
(it requires 32 cycles to complete 32 transactions). On the other
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Fig. 13.  Minimum response time: (a) 8 bit (2 x 4), (b) 16 bit (4 x 4),

(c) 32 bit (4 x 8), and (d) 64 bit (8 x 8).

hand, we observe that increasing the 7 value from 64 to 128
does not significantly improve the overall localization rate.

Considering the realistic defect rate of TSVs, the rate could
vary between 0.001% and 5% [39]. Here, we assume the defect
rate is 5%, where 8, 16, 32, and 64 data bits have about 1,
2, 3, and 5 defects, respectively. As shown in Fig. 12, our
method can cover five faults in all cases with T = 128, which
is enough to satisfy the assumed 5% maximum defect rate.
Also, even the defects are not completely matched with lower
T values, the system is still aware of the nonlocalized defects,
as shown in (3).

D. Response Time

In this section, we evaluate the response time of the
proposed methods when considering three aspects: minimum,
maximum, and average response times to the new fault. The
response time is considered as the time from the occurrence of
a new fault until its detection (including false-positive cases).
Figs. 13—15 show the three aspects’ results. Note that each
transaction is assumed to cost one clock cycle. A dummy value
(for instance, [50] uses zeros and ones vector to test) could be
used to test if the connection is free.

In terms of a minimum response time, as illustrated
in Fig. 13, smaller 7 values give much faster response time.
Note that this is the minimum value of the successful cases.
By having more faults in the system, the minimum response
time could be increased. For smaller T values (8, 16), they
have lower minimum response time when increasing the num-
ber of defects; however, their coverage has been significantly
dropped. We can also notice the nonexisting cases: [T = 8
32-bit 10-fault], [T 8 64-bit 9-fault], [T 8 64-bit
10-fault], and [T = 16 64-bit 10-fault], where the system fails
to correctly localize any case in the Monte Carlo simulation.

For the case of the maximum response time, depicted
in Fig. 14, we can observe a similar behavior as minimum
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response time where the smaller 7 values give lower maxi-
mum response time. This is predictable because the number of
cycles in the algorithm is shorter. However, when increasing
the number of faults, the number of required cycles becomes
significantly high. Especially using T = 128 costs more than
60000 cycles to finish in high defect rates.

Fig. 15 shows the average response time. As we can notice,
the average response time could be significantly increased up
to around 16000 cycles when using T = 64. As presented
in the previous evaluations (minimum and maximum response
times), the expected response time of higher values of 7 is
worse than smaller ones. However, we also can observe the
case where smaller 7' values give a higher average response
time. This is due to the fact that having smaller T values leads
to higher hidden fault probabilities, which need more iterations
for localization. Also, the drop on coverage of smaller 7' values
should be considered.
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TABLE 11
HARDWARE IMPLEMENTATION RESULTS

. . | Area Cost (um?) [ Latency (n.s) | Power (W) | Response (cycles) ‘
Scheme | Tech. (nm) ‘ k (bit) | m (bit | Encoder | Decoder | Encoder | Decoder | Encoder [ Decoder | Min | Max |
Hamming [18] 45 32 39 94.1640 234.8780 0.55 1.12 30.0831 96.2898 1 1
SECDED [23] 45 32 40 111.7200 253.7640 0.60 1.44 36.9622 103.1422 1 1
SEC-DAEC [51]* 45 32 39 322 1902 0.53 1.33 - - 1 1
TAEC [52]* 45 32 40 264 2628 0.45 1.32 - - 1 1
PPC(4 X 8) 45 32 45 76.6080 187.2640 0.30 0.68 43.0272 129.4174 1 1
Total 45 32 45 130.3400 | 2161.2500 0.39 0.72 48.639 1.04x 103 64° 16,448°
TSV-OCT PPC 45 32 45 130.3400 327.4460 - - 48.639 198.424 - -
(4 x 8), T=64 Stat_det 45 32 45 - 751.1840 - - - 408.621 - -
Isol_Check 45 32 45 - 1016.3860 - - - 387.056 - -
% We use the area optimization and lowest area cost design since our design is optimized for area cost.
® More details about response time and localization rate could be seen in Section IV-C and IV-D.
TABLE III

In summary, we can easily observe the linear relationship
between the response time with 7. With a smaller number of
defects, this could be a critical issue. However, with a greater
number of defects, the tradeoff between the coverage rate and
the response time should be considered. Also, by repeating the
smaller T values, the system may catch more faults during
operation. For instance, running 7 = 8 twice could give a
similar fault coverage as T = 16. Note that diving TSV into
clusters does not increase the testing time. Meanwhile, P-BIST
encounters scalability issues and blocking issues for large-
scale testing, which may significantly impact the performance.
Wang et al. [12] pointed out that their lower bound of testing
period of a 10 x 8 mesh NoC is 16840 cycles.

E. Hardware Implementation

Detailed results of 32-data-bit implementations are given
in Table II. For a comprehensive comparison, we select
the most common techniques in ECC such as: Hamming,
SECDED, and several multiple fault correction techniques
[single-error correction, double-adjacent error correction
(SEC-DAEC) and triple-adjacent error correction (TAEC)].
However, this article only focuses on improving the ability of
PPC instead of providing alternative error correction coding
methods.

In the case of the encoder, the complexity of our method
is lower than SEC-DAEC and TAEC [51], [52] but higher
than Hamming and SECDED. The area cost of the proposed
decoder is higher due to the fact the system requires registers
to collectively store the output syndrome. However, for a delay
optimized design, we offer a smaller design than multiple-error
correction. It is worth mentioning that these techniques only
correct adjacent errors. Also, our latency is smaller, thanks to
the short critical path where PPC (4 x 8) only calculates the
parity for 8 bits instead of 32 bits. Our decoder area is also
higher than the Hamming and SECDED and similar to TAEC
and SEC-DAEC methods with area optimization. For latency
optimization, our area cost is smaller than all multiple error
corrections.

In comparison to the baseline PPC (4 x 8), the proposed
architecture increases 1.70x and 11.54x the encoder and
decoder area costs, respectively. Here, both of the encoder and
decoder areas of our method have larger area cost due to the
need for isolation. The latency is also degraded by less than
0.1 ns, which still offers the ability to operate at extremely

HARDWARE COMPLEXITY OF 3-D-NoC ROUTER (32 bits)

. . . Area
Design Specification| ECCs Module ) TR
baseline)
Baseline None Router 18,873 -
router [54] TSVs! 1,05495 -
Wormbhole, Total 19,927.95 -
SECDED 4-lits 2X Router 24,519 (129.92%)
router [53] | buffer, SECDED TSVs! 145156 (137.50%)
32-bit data, | (22,16) Total 25,970.56 (130.32%)
3D Mesh Router 26,843 (142.23%)
TSV-OCT Encoder’ 130 -
router PPC(4 X 8) | Decoder’ 2161 -
T=64 TSVs! 1483.52 (140.63%)
Total 28,326.52  (142.14%)

' TSV area: 4.06pum x 4.06um = 16.4836um>.
2 The area cost details of the employed encoder and decoder are shown in Table II.

high frequencies. In terms of power, the encoder demands
similar values as the baseline; however, the decoder requires
nearly 9x power. Although the decoder requires high area
and power overhead, these results are expected because of the
added extra modules and computation.

Table III gives the result of implementing TSV-OCT into
a 3-D NoC. As previously stated, we adopt our previous
work [53] for comparison. For a fair comparison, we also
added the result of the baseline model [54] without protection.
The area cost of the final router only increases by 9.17% when
compared to that in [53]. Within the router, the area cost of the
encoder is insignificant with less than 0.5%, while the decoder
occupies 7.94% of the router. For two vertical connections
using TSVs (up and down), the area of the decoder takes
15.88% of the total area. Despite having higher area costs,
as represented in Table I, the overhead of the proposal inside a
given 3-D-NoC router is totally reasonable. Also, the proposed
approach offers a much better fault detection and localization
rates. In comparison to the baseline model [54], TSV-OCT
router adds 41.5% of the area overhead; however, our work
provides protection on links and localization of defects, which
makes it totally reasonable.

F. Comparison

In this section, we compare TSV-OCT with existing works,
targeting TSV/NoC testing in Table IV. Here, we focus on
three key parameters: area overhead, performance degradation,
and response time.
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TABLE IV

COMPARISON TABLE WITH EXISTING WORKS IN TSV TESTING.

S: NUMBER OF SIGNAL TSVs; R: NUMBER OF REDUNDANT TSVs

Work Brief description Test type Tech. Config. Are?;:::'g)'r sV Test Time (cycles)
Detect by capacitive and resistive measuring S: 96 self-test: 1,128 short: 3 per TSV
Zhang et al. Recovery using redundancies for TSV array post-bond 45nm R: 24 control logic: 281.3 open: 2 per TSV
[55] Assignment and collection using scan/config chain . per TSV:11.7 total: 1.04 per TSV
Detect by using NAND gate with one input is logic detection: 111,403 .
threshold voltage . P S: 9112 recovery: 506,310 (eSlﬁ AS+R (1 per TSV)
Zhao et al. . = online 130nm . L repair: S+R (1 per TSV)
[19] Recovery using redundancies R: 114 routing: 312,542 total: 2(S+R) (2 per TSV)
Assignment and collection using scan/config chain per TSV: 33.876 i
Cho et al. [20] | detect the signal degradation through TSVs due to | pre-bond 90nm S: 1444 area: 246’656 (45nm) test & recovery: 1 per TSV
L. L . per TSV: ~21 (45nm)
resistive shorts and variations using voltage comparator. &
Recovery using the output of voltage comparator. 45nm
Design for Cu-Cu hybrid bonding (pitch < 2pum) passive: 61,370 . .
Jani et al. [56] | Measure the misalignment defect & RC delay post-bond 28nm S: 10,000 active logic: 28,600 allgggf:l;t. if,;g;;sv
Assignment and collection using scan/config chain per TSV: 8.997 S p
TSV-to-TSV bridge and open defect test . i total: 1130.5" .
Lee et al. [39] TSVs are divide in a group of N = n x n TSVs post-bond | 45nm §: 1,000 per TSV: 1.1305 Total: 0.5 per TSV
On-chip test framework for 3D-IC Mechanism: 75,322.8 system: 11,009,580
. « . . . 512 data BIST : 4,673.2 data TSV: 114
Li et al. [29] TSVs are tested “for free” during memory BIST offline & | 90nm 48 add P 1115044 dd TSV: 30
The time testing TSV is higher due to waiting post-bond address atiern gen.:111,524. acdress C. 7
Per TSV: 342.0 Per TSV: 0 (test with mem.)
. (gate count) L
Grecu et al. ?l?eclits;u:e%t could be used for TSV online 90nm link: 32 unicast: 524/switch ;?5?:;[22135’326383
[30] ; i mesh:16 x 16 multicast: 1025/switch o
Amory et al. Test method for NoC that provide scalability. Testing | online 0.35um lmkA:ZO N.OC:A 9491 gates 11,206
. . . mesh:5x5 switch:379.64 gates
[31] router by comparing output with equal inputs. Test
wrapper is inserted around the NoC.
Xiang et al. Multi-cast and thermal aware testing for 3D-ICs. The | online gate 4x4x4 area overhead 2.4 221,119
[32] method provides lower test column and temperature.
(4 x 8, T=64) total:2.291.59 best: 64 (1.43 per TSV)
TSV-OCT On-communication test method online 45nm S: 32*G or TS{/ 5(') 9 worst: 16,448 (365.51 per TSV)
R: 13*G P T average: 8,346 (85.47 per TSV)

! The estimation is based on the results represented in the paper.

In summary, our result with [4 x 8, T = 64] offers the small-
est testing time among all other on-chip communication testing
and is not affected by any scalability issue. However, these
online testing methods [30]-[32] offer better coverage than
ours where we only offer testing for TSV. However, we have
to note that our technique, as an ECC-based technique, has
no degradation in the overall performance, regardless of the
number of faults.

In comparison to the circuit-based testing methods
[19], [20], [39], [55], [56], where each TSV needs from a
half to couple of cycles to be tested, our proposed technique
has longer testing time (average: 85.47 cycles per TSV).
In terms of area cost, our results give a reasonable overhead
for TSV. The proposed TSV-OCT area is 50.92 um? per
TSV. However, all TSV-testing designs in [19], [20], [55],
and [56] obtain better area overhead than ours. This could
be explained by the high number of registers needed in our
design (accumulating faults and isolation registers). Among
the aforementioned works, the one presented by Lee et al. [39]
offers the best test time, area per TSV, and TSV-to-TSV bridge
defect detection. Nevertheless, TSV-OCT is the method that
could work online without any degradation while these circuits
must interrupt the connection to test.

Table V also shows a comparison for online NoC testings
with 32-bit flit and in 45-nm technology. While TSV-OCT
targets only vertical wires (TSVs), we compare with existing
techniques, offering a similar or higher coverage. Note that
the results of other works do not include the BIST area and
power consumption. Also, TSV-OCT does not require adaptive
routing to perform testing because it is an OCT (nonblocking
testing).

As can be observed in Table V, our technique offers a
smaller area cost than that in [12] and a larger area cost
than other designs because our technique does include testing
circuit. The power consumption of our technique is higher
than existing works because the register of statistical detector
and isolation-and-check cost nearly 70% of the total amount.
However, in contrast to all existing techniques, TSV-OCT
does not degrade the performance of the applied NoC.
Kakoee et al. [33] and Tran et al. [57] have a significant
impact on the performance, which are >10x and >1.4x
the average latency of synthetic benchmarks and execution
time of PARSEC, respectively. Although Liu et al [58]
and Wang et al. [12] give promising results under PARSEC
benchmarks because of low utilization rates, they still increase
the average latency by up to 2.5x and 2x under synthetic
benchmarks, respectively.

On the other hand, TSV-OCT offers no change in the system
performance under test while it guarantees the response time
under 20000 cycles (see Section IV-D for more details). Note
that the upper bound of our technique is 16448 cycles, which
is under the lower bound of that in [12] (16840 cycles).
Meanwhile, Kakoee et al. [33] and Tran et al. [57] have
significant higher lower bounds (200000 or 500000 cycles),
which may not be suitable for real-time applications.

G. Discussion

In the previous evaluations, we have presented the effi-
ciency of TSV-OCT. Despite the obtained advantages, there
are some challenges that should be addressed in order to
further enhance the detection ability of TSV-OCT, as discussed
hereafter.
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TABLE V
COMPARISON OF ONLINE TESTING CIRCUIT FOR NOC ROUTER (32- AND 45-nm TECHNOLOGIES)

13

[ Design [ Kakoee et al. [33]" [ Tran et al. [571" [ Liu et al. [58]" | Wang et al. [12]° [ TSV-OCT |
Coverage Link [ Link [ Router’s modules [ Link & Router’s module [ Link (TSVs)
NoC size and topology 10x 8 Mesh any NoC®
Require adaptive routing v v v v X
Performance degradation v v v v X
Synthetic, Period = 20K cycles® > 10x > 10x 1.0 —2.5x 1.5 —2x 1.0x
PARSEC, Period = 40K cyclesb > 1.8% > 1.4% 0.9 —1.0x 0.9 —1.0x 1.0x
Test period/Test time (cycles) 500K-1M°¢ 200K-1M° 20K- 16,840- 64-16,448
Area (qu) 700 700 2200 2400 2291.59
Power (},LW)d 8.77 9.18 18.27 18.1 1088.639
Test circuit (area and power) X X X X v

 Area and power costs are extracted by subtracting to the non-test router design on paper [12]. Area cost and power consumption of non-test router [12] are 0.0251

mm? and 391.00 pW, respectively.

® Performance values, which are extracted from paper [12], are approximated values. The worst case test time (upper bound) of ours is 16,448 cycles which is
under the period (20K/40K cycles). The lower bound of testing period for Wang et al. [12] is 16,840 cycles.

€ Test time is extract from paper [12]. Values are selected based on reasonable performance degradation (> 5X average latency and > 1.8 X execution time).

4 Power consumption of our design is based on a 500MHz implementation. Other designs’ frequency is unclear [12].

€ Our proposal could be also applied for link testing.

As previously mentioned, TSV-OCT also tackles intermit-
tent faults. Since the WCETs of TSV-OCT are fixed, designers
could choose a proper configuration to ensure the detection
and localization of this type of faults during the intermittent
detection window (IDW), which is defined as 2x WCET.

In our two fault models, we have not considered the
metastability phenomenon. However, our design is compat-
ible with metastability-immune circuits [21], [59]. To avoid
metastability, one of these methods can be easily adopted for
each TSV before the detection and localization.

Although this article has been evaluated and compared in the
detection and localization efficiencies, the impact of real-chip
fabrication and process—voltage—temperature (PVT) variations
has not been studied. The PVT or real-chip measurement could
provide more realistic result on the timing behavior of the
circuit; however, these variations have a small impact on the
efficiency of the algorithm. Nevertheless, PVT or real-chip
measurement should be studied in the future to provide a better
understanding of our proposal.

Testing methods for TSV-to-TSV bridge defects [39] have
not been evaluated in our article. The performance of
TSV-OCT on detecting and localizing this type of defect will
be investigated in the future.

We would like to note that among the conducted
10000 Monte Carlo simulation cases for each configuration,
there are multiple cases having two or more adjacent defected
TSVs.

Despite the above-mentioned limitations, TSV-OCT still
provides extra defects’ localization while maintaining short
execution time. The exhibited overhead in a 3-D-NoC imple-
mentation is also reasonable, which makes TSV-OCT totally
feasible for integration into highly reliable 3-D ICs.

V. CONCLUSION

This article presented a method to improve the localization
rate of PPC to enhance the reliability of TSV-based 3-D-IC
designs. From the conducted experiments, and in contrast to
the baseline PPC that is limited to localizing one fault at
most, TSV-OCT has demonstrated its ability to localize more
than six faults. Furthermore, TSV-OCT’s response time is
guaranteed under a certain time, which makes it suitable for
real-time applications.

As a future work, we plan to apply TSV-OCT to a dedicated
application together with soft and hard fault tolerances to
obtain a comprehensive method. In depth analyses, using PVT
simulation and real-chip fabrications could provide different
aspects on the efficiency of our method. Also, since TSV-OCT
could work with different mediums, applying our proposal to
normal wires or memories could also be a viable direction.
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